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• Image analysis plays a key role in detecting potential nuclear activity from a distance.

• Convolutional Neural Networks (CNNs) in recent years have proven themselves 
effective tools for image analysis tasks, such as image classification and object 
detection. Additionally, Recurrent Neural Networks (RNNs) have also been 
employed to generate image captions learned from CNN image features.

• Most previous work has been done in fully supervised settings. In practice though, 
most data are unlabeled. In such settings, unsupervised models, such as the recently 
developed Deep Generative Deconvolutional Model, can infer latent image features, 
but at a cost of more computation time.

• We propose a new variational autoencoder set-up for image analysis, using a CNN as 
an image encoder for the distribution of latent parameters for a DGDN decoder. The 
CNN encoder (also termed “recognition model”) allows for much faster test-time 
evaluation than the DGDN alone. A Bayesian SVM and an RNN (using the latent 
features shared by the CNN and DGDN) utilizes any available image labels and 
captions, respectively, for learning; all VAE model parameters are learned jointly. This 
allows for a semi-supervised approach.

Introduction

Image Decoder: Deep Generative Deconvolutional Network (DGDN)

Consider 𝑁 images 𝑿 𝑛
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Stochastic Unpooling
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be a one-hot vector.

The non-zero element of pooling

block (𝑖, 𝑗) is set to  𝑺𝑖,𝑗
(𝑛,𝑘1,1), while the

rest are set to zero. 

Model

Image Encoder: Deep Convolutional Neural Network (CNN)

Stochastic Pooling

Partition  𝑪(𝑛,𝑘1,1) into contiguous 𝑝𝑥
(1)

× 𝑝𝑦
(1)

pooling blocks. 

Each pooling block  𝑪𝑖,𝑗
(𝑛,𝑘1,1) is passed into a multi-layered perceptron 

to obtain a probability vector for a multinomial random variable, 
which then chooses which element within pooling block (𝑖, 𝑗) to retain.

Figure 1: Stochastic unpooling example 
with 2 × 2 unpooling block

Labels and Captions

Generative Model for Labels: Bayesian SVM
Given labels 𝑙𝑛 ∈ {1, … , 𝐶}, we design 𝐶 one-versus-all binary SVM 

classifiers with 𝑦𝑛
(𝑙)

∈ {−1,1}. If 𝑙𝑛 = 𝑙, then 𝑦𝑛
(𝑙)

= 1, and 𝑦𝑛
(𝑙)

= −1
otherwise. The goal of the SVM is to find an 𝑓(𝒔) that minimizes:  
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max(1 − 𝑦𝑛𝑓 𝒔𝑛 , 0) + 𝑅(𝑓 𝒔 )

Generative Model for Captions: Recurrent Neural Network

A caption 𝒀(𝑛) = 𝒚1
𝑛
, … , 𝒚𝑇𝑛

𝑛 is generated sequentially by an RNN, 

with the probability of a particular caption being:
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Experiments

Figure 3: Semi-supervised classification accuracy on 
the validation set of ImageNet2012

Figure 4: Examples of generated captions from unseen 
images on the validation set of ImageNet2012

Inference

Variational Learning of Model Parameters
The parameters {𝝓, 𝜶,𝝍} of the image encoder 𝑞𝝓 𝒔, 𝒛 𝑿 , the image 

decoder 𝑝𝜶 𝑿 𝒔, 𝒛 , and the caption/label model 𝑝𝝍(𝒀|𝒔) are optimized 

by maximizing the variational lower bound:

Diagram

Figure 2: Variational Auto-Encoder set up


